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Abstract—Blockchains are currently gaining attention as a newly
emerging technology in both academia and industry, capable of
impacting a variety of domains beyond cryptocurrencies. Perfor-
mance modeling can be used to provide us with a deeper under-
standing of the behavior and dynamics within blockchain peer-to-
peer networks. Blockchain system architects can leverage network
models to properly tune their system and to reduce design costs
significantly. In this article, we focus on the original and well-
established Bitcoin blockchain network. In particular, we propose
a random graph model for performance modeling and analysis of
the inventory-based protocol for block dissemination. This model
addresses the impact of key blockchain parameters on the overall
performance of Bitcoin. We derive some explicit and closed-form
equations for block propagation delay and traffic overhead in the
Bitcoin network. We also adapt our model to study the impact of
deploying a relay network and investigate the effect of the relay
network size on the network performance and decentralization.
We implement our model using the popular network simulator
OMNet++. We validate the accuracy of our theoretical model and
its implementation with our dataset mined from the Bitcoin net-
work. Our results show the tradeoff between the default number of
connections per node, network bandwidth, and block size in order
to compute the optimal block propagation delay over the network.
Additionally, we found that bigger relay networks can jeopardize
the decentralization of the Bitcoin network.

Index Terms—Bitcoin, blockchain, cryptocurrency, distributed
ledger technologies (DLTs), peer-to-peer network, performance
modeling, relay networks.

I. INTRODUCTION

B LOCKCHAIN is gaining attention as a newly emerging
technology in both academia and industry: from cryptocur-

rencies [1] to decentralized applications (e.g., cloud storage [2])
and pervasive use cases (e.g., IoT [3]–[5], health care [6], [7], and
legal and law enforcement [8]–[10]). Despite its potential as a
disruptive technology, blockchain systems currently face major
performance issues, which hinder their widespread adoption as
an alternative to other data management solutions [11].

Furthermore, we observe that there is a wide variety of
distributed ledger technology (DLT) platforms with vastly
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different architectures (permissioned or permissionless),
consensus mechanisms [Proof-of-Work (PoW), Proof-of-Stake,
practical Byzantine fault tolerance (PBFT), etc.], data structures
(Blockchain or directed acyclic graph (DAG)), etc. [12], [13].
Each system also has a variety of configurable parameters, such
as block size, block time, or number of peers.

In light of these observations, we argue that it is essential for
blockchain developers to choose the right DLT system and ap-
propriately tune it to maximize its performance given a specific
application and infrastructure. To assist blockchain architects in
this design process, we propose the use of analytical models
in order to predict and compare the performance of various
blockchain designs.

A theoretical model will help the blockchain designers in
obtaining a better understanding of the underlying blockchain
dynamics and characteristics, which impact the performance of
the blockchain network. A theoretical model can also accelerate
the development of a blockchain system by quickly discovering
a theoretically optimal initial design, which is preferable to an
incremental design through iterative benchmarking.

Bitcoin suffers from a lack of scalability, which may endanger
the longevity of the cryptocurrency. In particular, the perfor-
mance of Bitcoin is greatly impacted by P2P network parame-
ters, such as throughput and information propagation delay.

In recent years, there have been many proposals to address
the performance inefficiency of blockchain networks. From
selecting nodes located in the geographical proximity of the
miners as the next logical hop [14], [15] to implementing global
relay networks [16]–[18] as well as efforts for optimizing the
block propagation mechanism, such as Bitcoin Improvement
Proposal 152 (BIP 152) [19] and Graphene [20], these solutions
attempt to reduce information propagation delay in the Bitcoin
network. Therefore, a performance model would allow us to
calculate the anticipated benefit of such solutions.

In this article, we revise and considerably extend our previous
work presented in [21], in which we focused on exploring the
design space surrounding the original and most well-known
blockchain system, i.e., Bitcoin [22]. We presented a model
for estimating compact block propagation delay and message
exchanging traffic overhead for the Bitcoin data exchange pro-
tocol using inventory vectors. The contributions of this article
are as follows.

1) We model the Bitcoin overlay network using an Erdös–
Rény model [23] to generate connected random graphs.
We take into account both legacy block propagation pro-
tocol and BIP 152.
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2) We derive explicit mathematical equations to estimate
important performance metrics, namely block propagation
delay and traffic overhead. Our extended model considers
the long tail in the block outreach model.

3) We identify two important Bitcoin configuration parame-
ters, which impact performance: average number of con-
nections per node and the block size.

4) We implement our theoretical model using the network
simulator OMNet++, as a discrete event simulator.

5) We validate our model and our simulation using our
dataset mined from the Bitcoin network. Our results show
the sensitivity of block propagation delay with various
Bitcoin parameters.

6) We estimate the probability density function (PDF) of the
rate at which the participating nodes receive the propagat-
ing block.

7) We investigate the impact of deploying relay networks on
the aforementioned performance metrics.

The rest of this article is organized as follows. Section II
reviews the related works. Section III presents a summarized
overview of Bitcoin fundamentals necessary to understand this
article. In Section IV, we present our analytical model using a
random graph network and capture the Bitcoin network behavior
and dynamics. In Section V, we compare the results of our
analytical model with simulation results as well as empirical
amounts mined from the Bitcoin network in order to validate
the accuracy of the model. In Section V-C, we leverage our the-
oretical model for performance analysis of the Bitcoin network.
In Section VI, we discuss the managerial implications of this
article. Finally, Section VII concludes this article.

II. RELATED WORKS

A. Performance Analysis of Bitcoin

To the best of our knowledge, there exist few works on
performance modeling and analysis of blockchain networks, es-
pecially from a theoretical perspective. The majority of existing
works rely on analysis based on simulation or experimental data
gathered from the blockchain networks.

In [24], a theoretical model for the propagation delay based on
the path length is presented. However, this model is not validated
by realistic data. Moreover, this model does not describe the
impact of different configuration parameters, such as block size,
average number of connections per node, network bandwidth,
and network size (i.e., total number of nodes) on the performance
of the network.

In [25], an analytical model for the Bitcoin network based
on the Jacksonian queuing network model is presented. In this
work, the data (i.e., transactions and blocks) forwarding is
modeled by branching processes in the network with a random
distribution of node connectivity and arrival of blocks and
transactions is modeled as a nonhomogeneous Poisson process.
However, this work suffers in some aspects. For example, it
does not validate or verify the proposed model. Moreover, the
evaluation is done for a network size of 2500–5000 nodes,
which is not a realistic assumption regarding the current size
of the Bitcoin network. Like the previous work, this research

did not address the effects of some important configuration
parameters on the overall performance of the network.

Nagayama et al. [26] analyzed the block propagation delay
in the Bitcoin network using a network simulator. The study
conducts experiments comparing the compact block propagation
protocol against the legacy block propagation protocol. Accord-
ing to the results, the block propagation delay is reduced by
90.1% and 87.6% for 50th and 90th percentile, respectively.
However, this work uses unrealistic values for some of the
parameters. In this article, we consider realistic values for the
parameters.

Donet et al. [27] presented an analysis of collected data
mined from Bitcoin. This work analyzes the network in terms
of node geographic distribution, network stability, transaction
propagation time, and block propagation time. According to
this work, the Bitcoin network is homogeneously distributed
all over the world, except in countries with very low population
count. The work claims that although the delay in the Bitcoin
network can be acceptable for regular nodes, nevertheless it
is still too high for some miner nodes, which causes them to
continue working on a block already found.

Decker and Wattenhofer [28] presented an analysis of Bitcoin
from a networking perspective. The main observation from this
paper is that network delay is the main cause of forks in Bitcoin.
This work studies the delay cost based on parameters, such
as block size, but does not provide an analytical approach:
its results are gathered empirically from the Bitcoin network.
Yasaweerasinghelage et al. [29] demonstrated the feasibility of
using architectural performance modeling and simulation tools
to predict the latency of blockchain-based systems.

VIBES is a visual simulation tool for blockchain net-
works [30]. This application can estimate performance measures
with configurable blockchain parameters.

In [31], an event-based simulation model for Bitcoin overlay
network is presented. To parameterize this model, large-scale
measurement or the realm network of Bitcoin is performed.
However, this work does not provide any theoretical framework
for modeling the Bitcoin network.

Nasir et al. [32] performed a performance evaluation of two
versions of Hyperledger Fabric (v0.6 and v1.0), measuring la-
tency, execution time, and throughput, with various workloads.
The research also studied the scalability of Hyperledger Fabric
using Hyperledger Caliper, which is a benchmarking tool. Our
work differs from this one as we develop an analytical model
rather than present empirical results through benchmarking.

Thakkar et al. [33] presented an empirical study on the per-
formance of Hyperledger Fabric with the goal of identifying
potential performance bottlenecks. This work aims to identify
the impact of different configuration parameters (e.g., block size,
endorsement policy, etc.) on transaction throughput and delay.
It puts the emphasis on optimizing Hyperledger Fabric v1.0 in
light of its results.

The majority of research works already done in the context of
performance analysis of blockchain systems are in agreement
that the current Bitcoin network suffers from poor performance
and thus improvement schemes are necessary in order to scale
up.
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Since information propagation delay is one of the most im-
portant performance measures, different proposals have been
presented to improve it. Decker and Wattenhofer [28] and
Stathakopoulou et al. [34] proposed some optimizations to Bit-
coin, such as pipelining, increasing locality and using content
distribution networks in order to speed up the network.

In [14], an optimization mechanism based on geographical
proximity sensing clustering for fast information broadcasting
is proposed. In this approach, the participating nodes are grouped
into clusters based on geographical proximity. Then, strong
connectivity and minimum network diameter are ensured using
node attribute classification. Finally, the parallel spanning tree
broadcast algorithm is used to broadcast the data among the
participating nodes. The results of this paper demonstrate the
lower delay of the solution compared to the current networks of
Bitcoin and Ethereum.

A similar work about forming geographical clusters is pre-
sented in [15]. The difference between this work and the work
mentioned above is the use of ping packets in order to detect
proximity with considerably high P2P link bandwidth. How-
ever, none of these works present an analytical model, which
can describe the relationship between configuration parameters
(e.g., distance and bandwidth) and the information propagation
delay.

Another approach to reducing the information propagation
delay in blockchain networks is to deploy a central back-
bone of high-speed servers with high degree called a relay
network.

The Bitcoin relay network [35] was the first well-known and
operational relay network, which achieved a lower propagation
delay by avoiding retransmission of known transactions as well
as full block verification. This system was eventually upgraded
as the Bitcoin FIBRE [16], which exploits cut-through routing
with compact blocks and forward error correction [36] over
user datagram protocol (UDP).

The Falcon relay network [17] is another relay network,
which uses cut-through routing in order to increase the block
propagation speed. This relay network is directly connected to
36.4% of the total hash power in Bitcoin [37].

Klarman et al. [18] presented a Blockchain distribution net-
work (BDN), which increases throughput to thousands of trans-
actions per second while reducing block propagation overhead
without requiring any change to the blockchain protocol. The
authors claim that BDN enables faster and gigabyte-sized block
propagation, decreases inter-block times without increasing the
risk of forks, reduces wasted miner effort, and improves fair-
ness and decentralization compared to the aforementioned relay
networks.

None of the aforementioned works provide a theoretical ap-
proach to performance modeling based on important configura-
tion parameters. In contrast, this article models the Bitcoin P2P
network using a random graph model in order to derive closed-
form equations for two performance metrics: block propagation
delay and network overhead. Moreover, we assess the impact of
deploying relay networks on the performance of the system. To
the best of our knowledge, this is the first work in which such a
contribution is presented.

Fig. 1. Overview of the Bitcoin network.

B. Performance Modeling of P2P Networks

Beyond blockchains, peer-to-peer networks and random
graphs have been studied to some extent. Kumar and Ross [38]
studied the minimum achievable file distribution time in terms
of basic network parameters, such as file size, number of servers,
number of receiving nodes, and the upload and download capac-
ities of participating nodes. In [39], the authors calculated the
minimal time to fully disseminate a file of M parts from a server
to N end users in a centralized architecture. However, none
of the two above works address the problem of average delay
of file dissemination in a peer-to-peer network in decentralized
scenario.

One of the most relevant research to our own is [40]. This
work investigates probabilistic flooding (randomly choosing
next neighbor node) when the underlying network is a random
graph. The distribution of diameters in Erdös–Rényi graphs is
studied in [41]. The diameter is useful to calculate the global
outreach time in a decentralized peer-to-peer network. However,
this work does not give any explicit equation for calculating these
parameters.

III. BACKGROUND ON BITCOIN

In this section, we briefly introduce Bitcoin and provide the
main concepts required to understand this article. We study the
information dissemination in Bitcoin networks, which can be
broken down into two types: transactions dissemination and
blocks dissemination. In this article, we develop an analytical
model for block propagation in the Bitcoin network and leave
transaction propagation as a future work. Transactions are the
atomic units of information of any blockchain system, which are
then grouped into blocks to be entered in the distributed ledger.
Fig. 1 provides an overview of the different concepts related to
the Bitcoin architecture.

Note that although the scope of this article (and thus this
background section) is limited to Bitcoin, our theoretical model
can be generalized to other blockchains, such as Ethereum [42].

A. Blockchain Data Structure

Fig. 2 illustrates the blockchain data structure. Blocks are
linked together using the hash pointer of the previous block,
starting from the root block (genesis block). In Bitcoin, the gene-
sis block is hard-coded into the clients. These series of blocks are
distributed, replicated, and stored in a ledger, which is located in
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Fig. 2. Blockchain data structure.

Fig. 3. Structure of a transaction.

Fig. 4. Internal structure of a block.

all participating nodes. This ledger is necessary for verification
of transactions embedded in each block. Participating nodes run
over a peer-to-peer network and there is no intermediary node
between them. Any node with access to this distributed ledger
can read it and be notified about new data stored in the nodes.

B. Cryptocurrency Transactions

In Bitcoin, transactions describe the transfer of digital coins
between users. Each transaction consists of several input and
output records. Each input indicate funds to be spent from
previous transactions and output records indicate the amount
transferred to the specified addresses (which are generated from
the public key of the recipient). To be valid, each transaction
should be digitally signed by the private key of the sender.

In each transaction, the sum of inputs should be equal or
greater than the sum of outputs. There exists also special transac-
tions (called coinbase), which have no input and grant a reward
to the miner who successfully added the block.

For example, transaction m in Fig. 3 takes as input #1 the
output #2 from transaction m− x and sends part of the funds to
transaction m+ y.

C. Blocks

As depicted in Fig. 4, each block consists of several com-
ponents: hash of previous block, a timestamp, and transactions
arranged to form a Merkle tree [1].

To be entered in the distributed ledger, individual transactions
have to be embedded in the blocks. A subset of nodes in
a Bitcoin network, called miners, gather transactions already
propagated by users and group them into blocks to be added
to the blockchain. Grouping the transactions in the blocks is an
optimization, since a hash chain of blocks is significantly shorter
than a hash chain of transactions.

To be eligible to propagate a proposed block as the next block
in the chain, each miner has to show a PoW. To accomplish
this, miners have to find a number called nonce. The hash of
the nonce, combined with the hash of previous block, and the
Merkle root of the tree containing the transactions proposed by
the miner should be below a certain target threshold. In other
words

H(nonce‖H(prev_block)‖Root{TX1‖. . .‖TXM}) (1)

where H(prev_block) is the hash of previous block. This means
that the result of (1) should start with certain number of leading
zeros. The difficulty of the mentioned puzzle is adjusted period-
ically.

For a given block, the miner who first solves the PoW will
broadcast his block over the network. The nodes that receive the
block must verify the incoming block and add it to the local copy
of the blockchain, thus becoming the new blockchain head. Since
Bitcoin uses a very wide peer-to-peer network, inconsistencies
in this network are unavoidable. When multiple valid blocks are
solved and disseminated at the same time, we say that a fork has
occurred in the network, which is to likely to be resolved by the
following block mined [43].

In order to reduce the block propagation delay in the Bitcoin
network, the compact block proposal was introduced in BIP
152. According to this proposal, compact blocks have the same
metadata as legacy blocks. The main difference is that the hash
of the block transactions are disseminated instead of a full copy
of the transactions.

D. Mempool

The nodes store unconfirmed transactions that are arriving
from different links in a local memory pool (mempool). These
transactions will remain in the mempool until they are included
in the blockchain. Currently, the mempool can contain between
104 to 105 transactions, which is a churn rate of 1300–2400
transactions per block [44].

E. Overlay Network

Bitcoin operates on an unstructured peer-to-peer network.
When a node joins the network, the Bitcoin protocol allows the
node to collaboratively maintain peer-to-peer connections with
other nodes to exchange blocks and transactions.

When a node receives a transaction or block, it verifies the
transaction or block. If the transaction or block is valid, the node
relays it to other nodes. Thus, the verification process is helpful
to avoid denial of service attacks.

When a new node joins the network, it has no knowledge of
the IP addresses of active nodes in the network. To discover
this information, the new node queries a number of domain
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Fig. 5. Typical blockchain network with and without relay networks. (a) Regular Bitcoin overlay network. (b) Relay network with a centralized topology in a
Bitcoin network. (c) Relay network with a decentralized topology in a Bitcoin network.

name system (DNS) servers (or DNS seeds), which are run by
volunteer nodes in the Bitcoin community. Whenever a DNS
server receives such a query, it responds with a number of DNS
records with the IP addresses of bootstrap nodes that may accept
the incoming requests. DNS servers can be configured to get the
IP addresses of active nodes either automatically or manually.

Once connected, peers can send addr (address) messages to
other peers. This message consists of the IP address and port
number of other nodes existing in the network. Also, newly
joined nodes learn about other nodes by asking the neighbor-
ing nodes for known addresses or by listening to occasional
advertisements of new addresses, which are broadcasted in the
network. Nodes may leave the network or change their IP address
silently. Hence, it is possible that new nodes may have to try
several attempts before successfully connecting to a peer. This
can impose a considerable delay to a node bootstrapping time.
To avoid this problem, Bitcoin can use dynamic DNS seeds in
order to get the IP addresses of nodes with a high probability to
be available.

Before a node can validate transactions and blocks, it must
download and validate all the blocks and transactions of the
known longest version of the blockchain ledger. Furthermore,
there is no need to download the genesis block, which it is already
hard coded in the blockchain program. This process is called
initial block download, which is done only once per new node.
However, a node that was disconnected from the network for a
significant amount of time may wish to run this process again.

Each participating node in the blockchain network maintains
a connection pool, with connections to other peers active at
all time. The minimum, maximum, and average number of
connections are indicated by NL, NU , and M , respectively.
If the number of connections is below the predefined amount
of NL, the node will randomly select connections from known
neighboring nodes and will attempt to establish new connec-
tions. Also, if the node accepts incoming connections from other
nodes, it can maintain these connections open. It is reported that
nodes running Bitcoin have an average of 32 connections, which
is far more than the default number of connections in Bitcoin,
set to 8 [28].

F. Relay Networks

Generally speaking, a relay network is a set of global gate-
ways with high velocity links, which form the backbone of
the P2P network and connect to a large proportion of the net-
work. Relay networks can propagate blocks and transactions
much faster than the regular P2P network and thus increase
the efficiency of information propagation. Relay networks can
also be leveraged as a scalability solution for increasing the
transaction throughput [18]. Analytically, relay networks can
have a centralized or decentralized architecture. In a centralized
architecture, the relay gateways interact with each other via a
central orchestrator entity. But in decentralized architecture, the
gateways are connected to each other in a P2P manner. Fig. 5
illustrates a typical blockchain network with and without relay
networks. However, relay networks are accused of decreasing
decentralization since they can censor certain nodes, wallets,
and miners or discriminate among different nodes by filtering
the information they spread.

G. Information Dissemination

In order to update the distributed ledger, transactions and
blocks must be disseminated over the overlay network. To
accomplish this, Bitcoin and most other blockchains use a gossip
protocol [45]. In order to avoid saturating the network with
redundant copies of transactions and blocks, Bitcoin employs
a push-based approach to sharing data.

Currently, two kinds of block propagation protocols are being
used in the Bitcoin network. The legacy block propagation
protocol and compact block propagation protocol, which was
introduced with BIP 152 [19]. The compact block protocol is
currently being used by more than 98% of nodes in the Bitcoin
network.1

Legacy Block Propagation Protocol: Sending nodes notify
neighboring nodes about the availability of a transaction or block
once they are verified. To accomplish this, a node that wants to

1See the presentation by core developer Greg Maxwell: https://people.xiph.
org/∼greg/gmaxwell-sf-prop-2017.pdf
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Fig. 6. Message structures of the inventory protocol. (a) inv message. (b) get data message.

Fig. 7. Block propagation protocols in Bitcoin. (a) Legacy block propagation protocol. (b) Compact block propagation protocol [low-bandwidth mode (LBM)].
(c) Compact block propagation protocol [high-bandwidth mode (HBM)].

forward a transaction or block sends an inventory message (inv)
to all nodes existing in its connection pool. The structure of the
inv message is depicted in Fig. 6(a). An inv message consists
of the hash of transactions or blocks that are now available and
ready to be sent.

When a node receives an inv message for a block or trans-
action, which it does not have yet, it replies with a getdata
message. As depicted in Fig. 6(b), this message contains the
hash of requested transactions or blocks.

Once the sender node receives the getdata message, it will
send the requested block or transaction to the receiver. This
process is depicted in Fig. 7(a).

Compact Block Propagation Protocol: Compact block re-
duces the amount of bandwidth required for disseminating
blocks in the Bitcoin network when the nodes are fairly syn-
chronized and have already gathered a considerable amount of
similar information (i.e., transactions) in their mempool. The
main idea of this protocol is to let peers try to reconstruct
entire blocks using their mempool content and a sketch of the
blocks already received from the connected peers. In the case,

transactions need to be sent over the network once only as they
are not repeated during block propagation.

This protocol consists of two modes of operations: LBM) and
HBM. In LBM [depicted in Fig. 7(b)], node B notifies node
A that it intends to minimize bandwidth usage by sending a
sendcmp(0) message. When node A receives a new block, it
fully validates it. If the block is valid, then it informs node B
about the reception of the new block using an inv message. If
node B has already received this block, it will ignore it. Other-
wise, it will respond to the inv message using a getdata (cmpct)
message. Then, node A will send the header of the new block,
hash of transactions, and transactions that B is missing (guessed
by A). If B receives all of the transactions necessary for recon-
structing the new block, the protocol stops. Otherwise, it will
ask node A to send transactions that are still missing.

In HBM [depicted in Fig. 7(c)], node B notifies node A
that it needs to receive blocks as soon as possible by sending
a sendcmp (1) message. When a new block arrives, node A
starts to perform some basic validation (e.g., checking the block
header). Then, it will send the header of the new block, the hash
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of transactions, and missing transactions to node B. Then, if the
received information is adequate, node B will try to reconstruct
the block. Otherwise, it will request information about missing
transactions by sending a getblocktxnmessage to node A. Node
A will respond to this message by a blocktxn message.

In both LBM and HBM modes, a node A follows a simple
approach to guess missing transactions in node B: It checks
the recently arrived block and sees which transactions were in
the block but not in its mempool. These transactions are the
transactions that will be missing in the neighboring peers with
high probability (w.h.p.).

IV. ANALYTICAL MODEL

In this section, we propose a random graph model for per-
formance modeling and analysis of the Bitcoin network. To
accomplish this, we use a graph model introduced by Erdös
and Rényi. This graph has properties suitable for modeling
peer-to-peer overlay networks used by blockchain systems.

In this work, we define an overlay network as a graphG(V, L),
where V is the set of vertices and L is the set of links between
nodes. For example, if there is a link between node i and node
j, then (i, j) ∈ L.

Furthermore, we represent a random graph using Gp(N),
where N is the total number of nodes and p is the independent
probability that there exist a link between any two selected nodes
in the peer-to-peer overlay network. In this work, we assume that
N is significantly large, as it is in Bitcoin network (N ≈ 10 000).

A. Random Graph Construction

To construct our random graph representation of the overlay
network, we first start with a single node, which we call the
initiator node, denoted by n0. Then, a second node n1 enters
the system and establishes a link with n0 with probability p.
Naturally, this means that the probability of not having a link
is 1− p. After this, a third node n2 enters and can potentially
connectn0 orn1, both with probability p. This process continues
until nodenN−1 enters the system and potentially establish links
to the N − 1 existing nodes under the same probability p.

However, the random graph construction is an artificial mech-
anism to generate a topology of a fixed size, and does not reflect
how the P2P system evolves in reality. Another way to interpret
the random graph construction is as follows: first generate the
total number of nodes (e.g., 10 000 nodes) as vertices in the
graphs. Then, generate the set of all possible edges between any
pair of vertices (called F ). Finally, choose a subset of edges to
be included in E such that |E|

|F | = p. In this way, we can obtain
a random graph with desired number of nodes and the correct
link probability p. In other words, our model only calculates
performance values for the steady state (when the graph is fully
constructed), and not the transient state of nodes joining.

It is obvious that for p = 0, we have an empty graph (all nodes
are isolated with no edges), and that for p = 1, we have a com-
plete graph with degree of N − 1 for each node. In general, our
random graph model has several characteristics: if p > 1

N , then

a giant component exists w.h.p; and for p ≥ log(N)
N , all nodes

become a part of the giant component and Gp(N) becomes a
connected graph.

These connectedness properties are vital for a blockchain
network to operate properly. With a sufficient p value, each
node has likely more than one path to reach any other node,
using different outgoing links. In such a network, removing one
link does not cause a network partitioning as the entire system
stays connected. Network partitions are important to avoid in
a blockchain network, since they guarantee that blockchain
forks cannot resolve as long as the partitions stay isolated, thus
compromising the integrity of the data on the ledger.

B. Achieving the Connectedness Properties

We now show how we can satisfy the abovementioned con-
nectedness properties (i.e., obtaining a sufficiently high value of
p) by appropriately configuring blockchain parameters.

Consider a connected blockchain network consisting of a set
N = {n0, n1,...,nN−1} of N participating nodes. For conve-
nience, assume that all links between nodes have the same point-
to-point bandwidth of B. Each node maintains on average M
open connections to other nodes. Since the network is connected,
the average number of links between nodes can be calculated as
follows:

L =
pN(N − 1)

2
. (2)

Additionally, in a connected random graph, the average degree
of each node equals to p(N − 1) (i.e., M = p(N − 1)). Hence

p =
M

N − 1
. (3)

The above equation enables us to approximate p when we
have the average number of default connections for each node.
Additionally, according to (3), given the total number of partici-
pating nodes in a random graph, we can calculate the minimum
degree or number of connections per node in order to have a
connected graph w.h.p. as follows:

M >
N − 1

N
log(N). (4)

In other words, to form a connected graph w.h.p., it is sufficient
that

M ≥
⌈
N − 1

N
log(N)

⌉
. (5)

Fig. 8 illustrates the relationship between the total number of
participating nodes in the graph and the minimum number of
connections required to form a connected graph. According to
this figure, since the Bitcoin network has approximately 10 000
participating nodes, if each individual node maintains at least
5 connections to other nodes, the network should be connected
w.h.p.

C. Legacy Protocol Block Dissemination Analysis

In this section, we present a theoretical model for block
propagation delay in the legacy propagation protocol. Although
this protocol is deprecated for the current Bitcoin network,
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Fig. 8. Minimum number of connections for connectedness.

we include this analysis for the sake of completeness and to
demonstrate that this model serves as a foundation that can be
generalized for other blockchain protocols.

Assume a P2P overlay network that consists of N partici-
pating nodes. Suppose one miner node mines a block at time
t = 0. We denote this initial node by n0. According to Sec-
tion III-G, node n0 sends an inv message to the set W1 =
{n1

1, n
1
2, . . ., n

1
M} of neighboring nodes in its connection pool.

We assume that the sending node sends the inv message to
its neighbors in succession with a very small delay ε between
each message. Since this is the first time that the inv message is
being sent for this block, none of theW1 neighboring nodes have
the block and will respond the inv message with the getdata
message. Then, the node n0 will send the complete block to
the requesting neighbors. We call this first step of the block
dissemination process Wave 1, as illustrated in Fig. 9(a).

Upon completion of Wave 1, all involved nodes during this
initial wave (i.e., nodes which received the block during the
first wave) validate the block and send an inv message to the
neighboring nodes in each of their own connection pool. We
call this Wave 2, as illustrated in Fig. 9(b). For convenience, we
assume that nodes do not know or remember the initial node n0,
but they do remember the node which they received the block
from and will not send an inv message back to the sender.

We observe that some of the nodes receiving an inv message
during Wave2 may have already received the block in Wave1
and will not respond the inv message with a getdata message.
Therefore, the forwarding probability, which is the probability
that a node replies affirmatively to the inv message with a
getdata message immediately after ending the Wave1, can be
calculated as follows:

pf2 = α
N − 1− |W1|

N − 1
(6)

where 0 ≤ α ≤ 1 is the reachability factor of the nodes in the
network. We use this factor to take into account the connec-
tions lost during the three-way message exchange mentioned
in Section III-G or due to message loss (e.g., congestion and
link outage). For instance, if α = 0.95, this means that 95% of
the messages on average will reach the destinations during the
three-way inventory message exchange.

Accordingly, the set of receiver nodes, which send back
a getdata message, can be represented as follows: W2 =
{n2

1, n
2
2, . . ., n

2
|W2|}, where |W2| = �pf1pf2M2	.

Each subsequent wave will follow the same pattern as Wave2.
Fig. 9(c) shows an example for some Wavek, where only the
nodes that received the block during the previous Wavek − 1
will send inv messages during the current wave.

In general, for each wave, we define forwarding probability
pfi as follows:

pfi = α
N − 1−∑i−1

j=0 |Wj |
N − 1

(i ≥ 1 and |W0| = 0) (7)

where |Wj | = �M j
∏j

k=1 pfk	. The numerator of the above
equation gives the number of nodes that have not received the
block at the beginning of Wave i. This means that during Wave i,
the nodes that receive the inv message will respond it with
a getdata message with probability pfi. Accordingly, the inv
message will be timed out with probability 1− pfi . Note that
pf1 = 1 since all the nodes that are connected to the initial node
n0 will receive the block during the first wave.

We define parameter Ci as the partial coverage, which means
the coverage of nodes during the Wave i (i.e., the number of
nodes that receive the block during Wave i) as

Ci = |Wi| =
⎡
⎢⎢⎢M

i
i∏

j=1

pfj

⎤
⎥⎥⎥ . (8)

Additionally, we define cumulative coverage as follows:

CT
i =

i∑
j=1

|Wj | =
i∑

j=1

⎡
⎢⎢⎢M

j
i∏

j=1

pfj

⎤
⎥⎥⎥ (9)

where CT
i it the total number of nodes that have received the

block at the end of Wave i.
The set of receiver nodes which send back getdata message

after receiving inv message during Wave i can be represented
as Wi = {ni

1, n
i
2, . . ., n

i
|Wi|}. According to (7), pfi can be cal-

culated as follows:

pfi = α
(N − 1)−∑i−1

j=1 M
j
∏j

k=1 pfk

N − 1
(1 < i ≤ K) (10)

where K is the total number of waves needed for a block to be
distributed among all nodes in a connected peer-to-peer overlay
network. Note that the above equation is valid as long as CT

i ≤
N − 1. For the case where CT

i > N − 1, we need to adapt and
reform (10) as follows:

pfi = βα
(N − 1)−∑i−1

j=1 M
j
∏j

k=1 pfk

N − 1
(1 < i ≤ K)

(11)
where β is the adaptation factor. In fact, (11) can be used for
calculating all forwarding probabilities where β is expressed as
follows:

β =

{
1 CT

i ≤ N − 1
N−1−CT

i−1

Ci
CT

i > N − 1
. (12)

Equation (11) is recursive and enables us to calculate the
number of waves required for global outreach of a block (x%
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Fig. 9. Different waves of block dissemination in the proposed blockchain network. Colored nodes are the nodes that have already received the block. Blue
arrows show successful block transfers. Red arrows show timed out inv messages. (a) Wave 1. (b) Wave 2. (c) Wave k.

block propagation)

K∑
i=1

M i
i−1∏
j=1

pfj = x(N − 1). (13)

After the calculated number of waves have occurred, if no
conflicting blocks were found during the entire dissemination
process of the current block, we can guarantee that forks result-
ing from network delays or partitions cannot occur for this block.
Note that malicious attacks (such as 51% attacks) to intentionally
introduce forks in the blockchain are out of the scope of this
model.

Algorithm 1 shows how we can obtain the number of required
waves for fully disseminating a block, as well as the forwarding
probability in each wave (11). This algorithm computes forward-
ing probabilities in a recursive manner.

D. Performance Metrics Analysis of the Legacy Protocol

Consequently, key features and performance measures can
be derived in terms of block dissemination delay and traffic
overhead. We calculate block dissemination delay as follows:

D=K(Dv +XI + YI +Dg +XG + YG +Db +XB + YB)
(14)

where Dv is the block validation time, XI is the transmission
delay, and YI is the signal propagation delay of inv messages.
Dg is the time interval taken by a node to process an inv message
(i.e., lookup if the content of the message are present locally
or not) before replying to the inv message. Additionally, XG

and YG are the transmission delay and propagation delay of the
getdata message. Similarly, Db is the time interval taken to
process a getdata message before replying with the requested
block. Similar to previous ones,XB and YB are the transmission
delay and average propagation delay of the sent block, respec-
tively. For convenience, we assume that YI = YG = YB .

Given the bandwidth B for each link of the random graph, we
can rewrite (14) as follows:

D = K

(
Dv +

Si

B
+ YI +Dg +

Sg

B
+ YG +Db +

Sb

B
+ YB

)

(15)

where Si, Sg , and Sb are the sizes of inv message, getdata
message, and the transmitted block, respectively.

Authorized licensed use limited to: Auckland University of Technology. Downloaded on May 23,2020 at 20:55:58 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

10 IEEE TRANSACTIONS ON ENGINEERING MANAGEMENT

Moreover, the network traffic overhead for Wave i can be
calculated as follows:

Hi =
(1− pfi)M

i
∏i−1

j=1 pfj

N − 1
(1 ≤ i ≤ K). (16)

The overall packet exchanging traffic overhead is the sum of
the traffic overheads in each wave given by

H =
1

N − 1

K∑
i=1

⎡
⎣(1− pfi)M

i
i−1∏
j=1

pfj

⎤
⎦ . (17)

Note that the packet exchanging traffic overhead reveals the
burden of sending redundant inv messages in later waves to
nodes that have already previously received the block. Since
Bitcoin is an unstructured and decentralized P2P network that
relies on gossiping, there is no coordination that allows nodes
to efficiently decide which neighbors are likely to have received
the block already without at least contacting them with an inv
message.

Also note that for this model, we focus principally on the
dissemination of a single block at a time. An inv message can
also be used to exchange multiple blocks at the same time.
However, we argue that the single block use case, as discussed
here, is much more common in Bitcoin due to the long block time
of 10 min, which diminishes the chance of requiring multiple
blocks to be disseminated in the same inv message.

E. Compact Block Protocol Block Propagation Analysis

In this section, we present an analytical model for block
propagation delay using the compact block propagation protocol
of Bitcoin. As already shown in Fig. 7, the compact block
protocol operates in two modes of operation: low bandwidth
(LBM) and high bandwidth (HBM). Each node in the network
establishes regular connections to some peers in its connection
pool using LBM and tells a subset of the remaining nodes
to push newly arrived blocks (i.e., by sending inv message).
Thus, LBM operates similarly to the legacy protocol. The main
differences are the size of full blocks compared to the compact
ones and the two additional messages exchanged in case of
block reconstruction failure (getblocktxn and blocktxn). In
this section, we assume that the block reconstruction failure
rate is very low and negligible (see footnote 1). Given a P2P
overlay network with N participating nodes, suppose each node
has established on average M LBM connections and m HBM
connections (i.e., m peer nodes will push compact blocks using
a sendcmp message). We assume that all links between nodes
have the same P2P bandwidth of B. Since block dissemination
using LBM is similar to the block dissemination in the legacy
protocol, we can use the concept of waves for LBM as we
did in Section IV-C. But for HBM, we adapt our model by
introducing the concepts of long waves and short waves. Each
long wave involves three message transfer as required to deliver
the compact block as shown in Fig. 10. Additionally, each short
wave involves just a compact block transmission. Therefore,
each long wave time duration is essentially three times the
duration of a short wave as depicted in Fig. 10. In other words,
one block transfer in LBM is equal to three block transfers in

Fig. 10. Example to show the block propagation time in different modes of
operation: node A has established an LBM connection to node B as well as an
HBM connection to node C. In the same way, node C has established an HBM
connection to node D, and node D has established an HBM connection to node
E. Nodes B and E receive the block at almost the same time.

Fig. 11. Long waves and short waves in block propagation. Each long wave
is equivalent to three short waves. Red links are the links operated in HBM and
black ones are the links operated in LBM.

HBM, since the size of the transferred packets are comparatively
small and have a negligible transmission delay compared to the
signal propagation delay. Since we have assumed an equal signal
propagation delay for the all links, this assumption is reasonable.

Suppose n0 is the initiator node that intends to disseminate a
newly mined block. It will send the compact block to M peers
in LBM and to m nodes in HBM. At the end of the first short
wave, m nodes will receive the compact block and immediately
will start to sending the compact block to m of their already
selected peers in HBM and toM of the remaining peers in LBM.
According to Fig. 11, at the end of the second short wave, at most
2m nodes will have the new block. We call the number of nodes
that receive a block during a short wave i as the wave coverage
and denote it by Ci. Also, we use the term total coverage for
the total number of nodes that have received the block at the
end of short wave i and denote it by Ni. At the end of the third
short wave, the first set of the nodes that are connected to the
initiator node in LBM will receive the compact block (M nodes).
Additionally, m more nodes operating in HBM will receive the
block at the end of the third short wave (see Fig. 11). Therefore,
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the coverage of the third wave and total coverage of the third
wave will be at most m+M and 3m+M nodes, respectively.
According to the above discussion, coverage of each wave is
calculated as follows:

Ci = Xim+ YiM (18)

where Xi and Yi are nonnegative integers and can be calculated
as follows:

X1 = 1

Xi = Xi−1 + Yi−1 i ≥ 2 (19)

and

Yi =

⎧⎪⎨
⎪⎩
0 1 ≤ i ≤ 2

1 i = 3

Xi−3 + Yi−3 i ≥ 4

. (20)

According to the above discussion, C1 = N1 = m. Thus, we
can estimate the total coverage at the end of the second short
wave as follows:

N2 = N1 +

(
1− N1

N − 1
α

)
m (21)

where N1

N−1 is the fraction of the nodes that have received

the block so far. Accordingly, 1− N1

N−1 yields the probability
that receiving nodes have not already received the block and
therefore will accept it. Consequently

Nk = Nk−1 +

[(
1− Nk−1

N − 1
αβ

)
(Xkm+ YkM)

]
(22)

where Nk is the total coverage at the end of the short wave k.
Finding the maximum amount of Nk that satisfies the condition
Nk ≤ N − 1 will give an estimation of the block propagation
delay based on the number of short waves

β =

{
1 Nk ≤ N − 1
N−1−Nk−1

Nk
Nk > N − 1

. (23)

The number of short waves required for global outreach of
the compact block can be estimated as follows:

K = {min k|Nk ≥ N − 1}. (24)

F. Performance Metrics Analysis of BIP 152

The compact block dissemination delay can be estimated as
follows:

D =

⌊
K

3

⌋
(Dp +XI + YI +XG + YG +XB + YB)

+

(
K − 3

⌊
K

3

⌋)
(XI + YI) (25)

where Dp is the processing delay of the compact block and
consists of block validation time and internal processing delay
in nodes.

G. Assumptions

Our analytical solution models block propagation in several
waves. This means that all nodes receive and release blocks
from/to their neighbors at the same time. Additionally, it as-
sumes the latency numbers for each pair of nodes. In reality,
the latency between peers depends on different factors, such
as geographical distance between peers and the bandwidth of
the links. Moreover, block validation time varies in different
nodes depending on their computational power. Although the
network is overall asynchronous, we argue that the propagation
of a single new block can be approximated as a synchronous
process. Furthermore, Bitcoin has only been proven to be correct
in a partially asynchronous system [46], which supports our
assumption. Note that in a real system, different configuration
parameters are tightly tangled together such that a theoretical
model of the system becomes intractable. Hence, our model aims
to simplify to a certain degree while still providing approximate,
yet accurate results. Thus, we mostly rely on the average values
of the metrics. Despite of these assumptions, the results of our
model closely match the results of the data mined from the real
network of Bitcoin.

V. EVALUATION

In this section, we first validate our theoretical model by
comparing the theoretical results with simulation results as well
as the values of the empirical data mined from the real Bitcoin
network.

We then conduct a performance analysis to assess the impact
of various parameters on the performance of the Bitcoin network.
We study the impact of the average number of connections per
node, the network size and the network bandwidth, and the
reachability factor on the performance of the Bitcoin network.
We also measure the network traffic overhead for different num-
ber of connections per node. Finally, we investigate the impact
of deploying a relay network on the system performance and
study the overall performance of the network when modifying
other parameters.
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A. Settings and Implementation

Implementation: We implemented a discrete event-based sim-
ulation using Omnet++ [47]. We developed a C# code to auto-
matically get the data from the provided application program
interface. We also used MATLAB for theoretical analysis.

Dataset: We compare numerical values of our theoretical
model and simulation results to real empirical measurements
provided in [48]. In this dataset, 90% denotes that 90% of inv
messages for a block were observed within the given time from
the first 1000 nodes. We extracted the data of almost 15 000
Bitcoin blocks from block number 507016 through 522429 in
the main chain. These block numbers correspond to blocks were
generated since February 1, 2018 until June 12, 2018. These
blocks comprise different number of transactions embedded in
them and hence have different sizes.

Parameters: The block processing time (i.e., block validation
time plus other internal processing delays) depends on the block
size. After observing the block propagation delay data reported
in [48], we infer that the average block propagation delay in-
creases sublinearly with the increase of block size. Since the
impact of increasing the compact block size on the propagation
delay (XB or compact block transmission delay) is negligible,
we can conclude that the processing delay increases sublinearly
with increasing the block size. Hence, we estimated an average
time of 4 ms for processing of a block (around 1 ms for block
validation) with a size of 0.1 MB (1800-KB size of the compact
block) and extrapolated it for other blocks with different sizes.

B. Model Validation Results

Although different nodes in Bitcoin use different links with
various bandwidths, it has been shown in [37] that the median
provisioned bandwidth of nodes in Bitcoin network was 33 and
56 Mb/s for early 2016 and early 2017, respectively. The latter is
thus 1.7 times the first one. Accordingly, the average bandwidth
for nodes that use IPv4, IPv6, and Tor addresses are reported
as 73.1, 86.5, and 4.7 Mb/s, respectively. We also observed that
almost 83%, 13%, and 4% of nodes in the Bitcoin network during
the time interval related to our data set used IPv4, IPv6, and Tor
addresses, respectively. Using a weighted mean and multiplying
it by 1.7 in order to scale to early 2018, we estimated provisioned
bandwidth as 123 Mb/s in early 2018. However, due to the small
size of compact block, this parameter becomes less important
and the compact block transmission delay can be neglected.

In [28], it has been stated that a bitcoind node that accepts
incoming connections has an average of 32 connections, which
is much more than the default number of 8 connections for
each node. In this experiment, we thus considered M = 32 for
theoretical analysis and simulation.

To estimate average signal propagation delay in the Bitcoin
network, we consider blocks with the smallest size in the dataset
(Sb < 1 kB) and obtained 20 ms as the average value for signal
propagation delay.

We also consider the same size of 37 B for inv and getdata
messages according to [49]. Also, in the theoretical analysis and
simulation, we assume that there is no packet loss, and, con-
sequently, no packet retransmission. In all of the experiments,

Fig. 12. 90% block propagation delay versus block size.

we consider a network size of 10 000 nodes, which is near the
Bitcoin network size.

To generate an Erdös–Renyi random graph with the two
parameters of N and p, we used the network description (NED)
language in Omnet++. To fix the average number of connections
per each node, we counted the number of inv messages in the
simulation log file using awk and divided them by N . This
approach is sound because each node sends inv messages to M
neighboring nodes in his connection pool.

The results of simulation and theoretical analysis are depicted
in Fig. 12. In this figure, the horizontal axis indicates the
block size where each point on this axis represents a range of
block sizes with length of 0.1 MB. For instance, block size =
0.2 represents the interval between 0.1 and 0.2 MB. The box
plot shows the propagation delay of blocks in the real Bitcoin
network versus block sizes. We removed outliers to clean up
the graph. Bitcoin Core with BIP 152 recommends peers to
establish their last three connections in HBM. Therefore, we
did the experiments with this value (m = 3). However, we have
also tested other values, such as the case with no HBM con-
nections (m = 0). For m = 1, 2, results fall between the results
of the mentioned experiments. As it can be seen, the results of
simulation and theoretical values are almost identical with high
accuracy with respect to empirical results. By calculating the
slope of the graph (see Fig. 12) at different points, the results
show that block propagation delay increases sub-linearly with
respect to block size. For the smaller blocks, the size of the
quartiles are comparatively smaller. The main reason is that in
small block sizes, the delay stems from the signal propagation
delay. But for big blocks, the delay originates from the block
processing time.

C. Performance Analysis of the Bitcoin Network

To study the effect of the default number of connections on
block propagation delay, we conduct an experiment using our
theoretical model for different values of M (M = 8, 16, 32, 64).
Additionally, we assume that no connection is set in HBM (m
= 0). M = 8 refers to the default number of connections in the
original protocol, whereas M = 32 refers to the average number
of connections per node observed in practice. M = 64 and M
= 16 can be considered as proposals for doubling or halving the
average number of connections per node in the current Bitcoin
network. Like in the previous experiment, we use N = 10 000.
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Fig. 13. Block outreach versus number of waves (90%).

Fig. 14. Network traffic overhead (90%).

Fig. 13 depicts the results of this experiment. The network with
M = 8 is significantly slower than others and takes five waves
to fully disseminate the block. While the network with M = 64
is considerably faster than networks with M = 16 and M =
8, there is no significant differences between the networks with
M = 64 and M = 32, since both fully disseminate the block
in two waves. This means that increasing the average number
of connections in the Bitcoin network from 8 to 32 significantly
increases the block propagation speed. In all settings evaluated,
the block does not reach a majority of nodes (5100 nodes) before
the last wave. Dividing the values obtained in this experiment by
the total number of nodes in the network will yield similar curves
for the cumulative distribution function of the block outreach.

To study the impact of the average number of connections
per node on the traffic overhead, we carry out another set of
experiments for N = 7500, 10 000, and 12 500. The results
of this experiment are depicted in Fig. 14. As can be seen in
the figure, the optimal traffic overhead is for M = 32. This
means that this configuration achieves a minimal number of
redundant inv messages (inv messages that timed out). This can
be explained by the fact that in a network with a lower M , each
node sends fewer messages to neighbors and, according to (10), a
bigger forwarding probability is achieved. On the other hand, an
increased number of connections creates a faster network with
a lower number of waves, which leads to an increase in total
traffic overhead. Therefore, there is a tradeoff between block
propagation delay and network overhead.

According to Fig. 14, the other choice for low traffic overhead
can be M = 8. But according to Fig. 13, this will create a slow

Fig. 15. 90% block propagation delay versus network size.

network. Thus, we claim that M = 32 is the best choice for the
current Bitcoin network.

Another point of interest is the impact of network size or
the number of participating nodes on the average block prop-
agation delay. To study this, we conduct another experiment
and calculate the average block propagation delay (90%) for
different number of nodes (intervals of 1000 nodes) and repeat
it for different number of connections. The results are depicted
in Fig. 15. Increasing the number of connections will not always
lead to a faster network. For the current size of Bitcoin, we ex-
pect roughly the same propagation delay when M = 16, 32, 64,
but with different costs of traffic overhead. For smaller sizes,
M = 64 is significantly faster, whereas there is no considerable
change for the networks with m = 16 and M = 32. For sizes
bigger than that of the current network, M = 32 and M = 64
will have the same impact on the block propagation delay with
different amounts of traffic overhead. It is unlikely to have less
than 5000 or more than 13 000 nodes in the Bitcoin network.
Therefore, we limit the evaluated intervals to 4000–5000.

It is useful to study the Bitcoin network when it operates in
nonideal conditions. To model such situation, we decrease the
reachability factor α, which corresponds to a decrease in for-
warding probability. As mentioned in Section IV-C, a decrease
in forwarding probability implies that some of the blocks have
not reached their destinations or are rejected by the candidate
receiver nodes.

Dividing the coverage of different block propagation waves
(i.e., the number of nodes that receive the block during a wave) by
the network size (i.e., the total number of participating nodes)
will yield the PDF of the rate at which the nodes receive the
block. Fig. 16(a) plots this function for the ideal conditions (i.e.,
α = 1.0). We repeated this experiment for different number of
connections per node. For all values of M , the block is fully
propagated over the network without any long tail in the PDF. If
we slightly decrease α, a long tail appears on the PDF curve as
depicted in Fig. 16(b). This means that more waves are needed
for 100% block propagation. Nevertheless, more than 95% of the
nodes still receive the block as they would in an ideal network.
Loweringαwill lead to longer tails, which means a slower 100%
propagation delay [see Fig. 16(c) and (d)]. Moreover, as plotted
in Fig. 16(d), whenα = 0.85, less than 90% of nodes will receive
the block during the time required for 100% propagation under
ideal conditions.
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Fig. 16. PDF for waves at which Bitcoin nodes receive the block. (a) α = 1.0. (b) α = 0.95. (c) α = 0.9. (d) α = 0.85.

D. Sensitivity Analysis of the Relay Network

When a relay network is present, interested miners can main-
tain a link to one of the gateways and send any mined block
directly to the relay network. The relay network will then relay
copies of the block to the rest of the relay network using high
speed links, thus increase the block propagation speed.

Consider that an ideal relay network is deployed in the net-
work, where gateways are homogeneous with infinite bandwidth
(see Fig. 5) with very low latency. To model this network,
we adapt our basic analytical model aforementioned in Sec-
tion IV-C as follows. Since a node that maintains a high speed
link to the relay network does not need to exchange inventory
messages with the relay gateways, it can immediately send the
newly mined block to the gateway. Additionally, since the relay
network does not need to validate the blocks multiple times,
we assume that the internal block propagation between relay
gateways is almost instantaneous: the latency from the moment
the miner sends the block to the relay gateway until the time at
which the relay network starts to propagate the block over the
network is almost zero. We define the parameter relay network
size as the percentage of the nodes in the network that are
directly connected to the relay network and denote it by γ. For
instance, if 100 nodes of the Bitcoin network are connected
to the relay network, then γ = 1% (for a total size of 10 000
nodes). Consequently, we can consider the relay network as an
initiator node with γ(N − 1) connections to other neighboring
nodes. We will treat with all nongateway nodes as described in
Section V-A.

We carry out a set of experiments in order to study the impact
of the relay network size on the performance of the Bitcoin
network with different configurations for the average number
of connections per node as well as reachability. In this set of
experiments, we employ three values for the relay network
size (γ = 1%, 2.5%, and 5%). Simultaneously, we change the
value ofα and decrease it gradually to study the effect of message
loss on the network performance. We repeat these experiments
for different number of connections per node. The results are
plotted in Figs. 17–19.

As depicted in Fig. 17(a), when γ = 1%, almost all of the
nodes will receive the block in three (when M = 16, 32, 64) or
four waves (whenM = 8). Compared to the configuration when
the relay network is not deployed, there is not much difference
for 100% block propagation whenM = 64, 32, but for the cases
whereM = 16, 8, the relay network accelerates the 100% block
propagation for one wave [see Fig. 16(a)]. According to the
results depicted in Fig. 17(b), when reachability is decreased,
the long tail of PDF manifests itself even in the presence of the
relay network. More reduction in reachability leads to longer
tails as shown in Fig. 17(c) and (d).

To assess the impact of γ, we conduct another experiment
where γ is increased to 2.5%. The results are depicted in Fig. 18.
Fig. 18(a) shows the results for the ideal conditions where
γ = 2.5%. It takes two waves for 100% block propagation when
M = 32 and 64. Also, 100% block propagation needs three
propagation waves when M = 8 and 16. According to these
observations, we can claim that the network has a noticeable
improvement over the case where γ = 1%. Note that although
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Fig. 17. PDF for waves at which Bitcoin nodes receive the block with a 1% relay network. (a) α = 1.0 and γ = 1%. (b) α = 0.95 and γ = 1%. (c) α =
0.9 and γ = 1%. (d) α = 0.85 and γ = 1%.

Fig. 18. PDF for waves at which Bitcoin nodes receive the block with a 2.5% relay network. (a) α = 1.0 and γ = 2.5%. (b) α = 0.95 and γ = 2.5%. (c)
α = 0.9 and γ = 2.5%. (d) α = 0.85 and γ = 2.5%.
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Fig. 19. PDF for waves at which Bitcoin nodes receive the block with a 5% relay network. (a) α = 1.0 and γ = 5%. (b) α = 0.95 and γ = 5%. (c) α =
0.9 and γ = 5%. (d) α = 0.85 and γ = 5%.

for M = 16, the 100% block propagation takes place in three
waves, but when γ = 2.5%, the block coverage is a bit more
than 45% in the second wave when it is around 15% when
γ = 1%. Also, in Fig. 18(b)–(d), we observe that decreasing the
reachability causes the long tails to appear on the PDF again.
Another effect of decreasing the reachability factor is that the
block coverage decreases in all waves.

If we keep increasing the relay network size, the network
will become faster as expected. For γ = 5% and M = 16, 32,
and 64, the maximum coverage of the block takes place in the
second wave as can be seen in Fig. 19. The interesting point is
that by increasing the relay network size, the behavior of the
network with different values of M become similar. This imply
that with a bigger relay network, the default configuration of the
nonrelay nodes becomes less important, which may endanger
the decentralization in the Bitcoin network.

VI. MANAGERIAL IMPLICATIONS

Performance models can provide us an extensive insight of
blockchain network dynamics and behaviors. The analytical
model proposed in this work contains an approach for predicting
and evaluating the performance of Bitcoin-based blockchains
(i.e., hard forks of Bitcoin) with controllable input parameters,
such as block size, number of HBM and LBM connections,
network size, and the network speed.

From the perspective of a system architect, our performance
model can help the blockchain developers achieve a good
first-cut design, which will meet the application requirements,

alleviating the need for trial-and-error tuning of parameters,
thus saving on capital expenses. Furthermore, our performance
model can be used to conduct What-if analyses and anticipate
the impact of proposed changes, such as doubling the block size
of Bitcoin. The model can therefore inform the manager when
taking operational decisions.

From the perspective of a cryptocurrency investment man-
ager, our performance model can be used to compare existing
Bitcoin-based cryptocurrencies (also called altcoins) by quickly
calculating important metrics (such as block propagation delay)
using collected measurements from the network. These metrics
are indicators of the stability and security of the network, which
in turn can be used to assess the viability and volatility of a given
cryptocurrency.

VII. CONCLUSION

In this article, we proposed an analytical model for modeling
the delay and traffic overhead in a Bitcoin network based on
an Erdös–Renyi random graph and derived key features of
performance measures of the Bitcoin network. We validated our
analytical model through simulation and compared to real data
measured from the Bitcoin network. We also investigated the
effect of the default number of connections on the performance
of the Bitcoin network. Although the throughput of Bitcoin can
be increased by choosing a bigger size for blocks, this can cause
a significant increase in the block propagation time. The delay
can be reduced by increasing the average default number of
connection per node, but this has a drawback of increased traffic
overhead in the network.

Authorized licensed use limited to: Auckland University of Technology. Downloaded on May 23,2020 at 20:55:58 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

SHAHSAVARI et al.: THEORETICAL MODEL FOR BLOCK PROPAGATION ANALYSIS IN BITCOIN NETWORK 17

We used our model to estimate the PDF of the times at which
a portion of the Bitcoin nodes received a propagated block at the
end of each wave. We adapted our model to analyze the Bitcoin
network in the presence of the relay networks. We observe that
bigger relay networks (i.e., relay networks with more miners
connected to) can significantly improve block propagation delay,
and make the network less sensitive to the parameters of nonrelay
nodes, which can endanger the decentralization of the network.
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