
Blockchain, Artificial Intelligence & 
Machine Learning Lecture Series
Feb 12 | Rise New York 



Organized By

Blockchain NYC
http://blockchainNYC.io

Chainhaus
http://chainhaus.com



Blockchain, Artificial Intelligence & Data
Meetup Page: htttp://blockchainNYC.io

Upcoming Events

Feb 18 - Building a Crypto Price Prediction Web App 
with Phyton

Feb 25 - The Blockchain Masterclass

Feb 26 - Global Blockchain Healthcare

Mar 22 - Introduction to Python Coding

Mar 25 - The Python Masterclass

More Details: http://bit.ly/BlockchainNYCEvents

9:30 AM Opening Remarks Jamiel Sheikh

10:00 AM Democratizing Data Science in Healthcare Dr. Joel Park

11:00 AM Adopting AI in healthcare - NLP and ML Niteen Kumar

1:00 PM
Productionizing Tensorflow with Amazon 
Sagemaker Harry Moreno

2:00 PM Spark for Beginners: A deep dive and tutorial
Waseem 
Hussein

3:30 PM Distributed word embedding with Spark Naiem Yeganeh

5:00 PM Building a large-scale AI platform Waleed Nasir

6:00 PM
What is Data (Really) And What Can You Do (And 
Not to Do) with it Walter Perry

6:45 PM Data Science in Finance Kayva Krishna

7:00 PM Blockchain-based distributed shared-computing Chong Li

8:00 PM Data Analysis of Ethereum Chain Jamiel Sheikh



Data Analysis of Ethereum 
Chain
Professor Jamiel Sheikh
jamiel@chainhaus.com



Bio

Jamiel is CEO of Chainhaus, an advisory, software development, application studio and education company
focused on blockchain, artificial intelligence and machine learning. Jamiel has over 15 years of experience in technology,
capital markets, real estate and management and is an adjunct professor at Columbia Business School, NYU and
CUNY teaching graduate-level blockchain, AI and data science subjects.

He is currently authoring a book on Corda with O’Reilly and runs one of the largest blockchain, AI and data science
Meetups in NYC. Jamiel is a licensed real estate agent in New York and New Jersey with Douglas Elliman.

Jamiel holds an MBA from Columbia University and BBA from Baruch College and is completing his second Masters in
Artificial Intelligence from Georgia Institute of Technology.

Jamiel enjoys coding in over 8 languages, travel and the elegant nuances of MMA.



Code

https://github.com/jamiels/pyethdata



Gimme Eth Data

- Web scrape - Scrape Etherscan.io
- Node as a Service - Infura.io / Quicknode
- Run your own Node - Node RPC

- REST APIs
- LevelDB
- Roll your own Eth implementation





Web Scraping



Etherscan rip

- Pros
- Cloud-ish

- Cons
- Brittle
- Availability
- Currency



Demo

- pip install bs4



Node as a Service









Infura

- Hosted Nodes
- API access to public Ethereum networks



Infura Signup

- Infura.io
- Keep your API key safe









Cost/Benefit

- Pros
- Free (for now)
- Free (ops)
- Free (scale)

- Cons
- May not be free



Infura Demo

- pip install infura



Local Node







Local node - Geth

- Install with development tools
- Parity
- Ethereumj
- Python implementation









Launching geth

- geth --rpc







Local node RPC Demo



LevelDB



LevelDB

- Visual Studio 2015 Redistributable
- Pip install plyvel





Windows?



LevelDB Demo



Roll your own



Eth

- Protocol
- Listeners



Joel Park, MD, FACEP

Clinician – Data Scientist













Medium.com























































Flow chart
Stroke

Potential risk factors

Patients with heart 
attack in ICU?

Selected risk factors

Patients without 
heart attack in ICU?

Results explanation and analysis

Data collection

Analytical model establishment

Data analysis

Clinicians

Clinicians

Data Scientists

Programmers



 Which adult patients who recently were admitted to the ICU for a stroke will also 
have a heart attack?

 Using Risk Factors including:
 Vital Signs: BP, HR, RR, Oxygen Saturation
 Demographics: Age, Gender, Ethnicity
 Laboratory: Hgb, Hgb A1c, Glucose, Lactic Acid, Creatinine, Triglycerides

 Investigated the risk factors for the first 8 hour admission in the ICU. 

 Methods:
 Extract data using SQL query
 JOIN the relevant tables and perform statistical analysis / model building in Python
 Analyze metrics including AUC in evaluating for the best model.
 Deploy the model on the validation set and evaluate for effectiveness and accuracy.







 Identified 2771 patients with ischemic stroke.

 2662 patients had admission troponins.

 2489 patients had all information including:
 Demographics, Vital Signs, Labs

 Troponin >= 1 considered positive for myocardial infarction.

 249 patients had positive troponins (7.4%)



1.T Test: Used to find factors/features with significant statistical differences.
1.Reached statistical significance: heartrate_min, heartrate_max, heartrate_mean, 

diasbp_mean, resprate_max, resprate_mean, tempc_max, glucose_min, glucose_max, 
glucose_mean, lactate, creatinine, hemoglobin A1c, hemoglobin, glucose

2.Model Development:
1.Principle Component Analysis: PCA was used to reduced the dimension of all selected 

features to two principle components.
2.Comparison of several classifiers: Logistic Regression, Naïve Bayes, Random Forest, 

Decision Tree, SVM, etc. 
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 K Nearest Neighbors: 0.9688755

 Linear SVM: 0.9738955

 SBF SVM: 0.97289156

 Decision Tree: 0.97389558

 Random Forest: 0.9688755

 Neural Net: 0.97188755

 AdaBoost: 0.97389558

 Naïve Bayes: 0.9698795

 QDA score: 0.963855



 Did we choose the right features?

 Retrospective data in a single hospital site.

 Potential issues with imperfect data extraction.

 Unbalanced Data (~7% of positive troponin)

 Did not have time for cross-validation. 
 80% Training, 20% Testing

 Does this ultimately reflect the real world?



 The accuracy is exceedingly high.
 However, with a severe imbalance of data (7%), we would automatically have a 93% 

accuracy if we had model that predicted only No.

 If we indeed are able to predict with 97% accuracy, this could potentially be 
helpful.

 However, we had not validated this model, and in all likelihood, will need more 
time to further develop the model.







Adopting AI in Healthcare – NLP and ML

Niteen Kumar, Data Scientist
Feb 12, 2019



Natural Language Processing (NLP)

Natural language processing is an automated way to understand, analyze natural human 
languages and extract information from such data by applying machine algorithms

DATA Automated

Machine algorithms 
(mathematics and statistics)

Extract 
information

Machine translation

Sentiment analysis

Insight to unstructured data



The Real Challenge

Unstructured text

Tons of data

Quantitative analysis on 
unstructured data such as 

texts, documents

Ambiguity (context Vs. raw 
meaning)

Knowledge about languages

Knowledge about the world

IOT data

Web streaming APIs



The Solution - NLP

Full automation through 
modern software libraries Intelligent processing through 

machine models
Knowledge about 

Languages and world
(software libraries/ packages)



NLP Terminology

Word boundaries

Tokenization

Stemming 

Tf-idf

Semantic analytics

Disambiguation 

Determine where one ends and other begins

Tokens are words, phrases , idioms 

Map to the valid root word

Term frequency and inverse document 
frequency

Analyze relationship between set of documents

Topic models

Meaning and sense of word (context Vs. intent)

Discover topics in collection of documents



The NLP Approach Text data

Basic Text Processing

Categorize and tag words

Classify Text

Extract Information

Analyze sentence 
Structure

Build feature based structure

Analyze the meaning



The NLP POS Tagging

Pattern Module for 
POS tagging

Sentence and 
Word Tokenization 

Techniques



Stanford Core NLP NER Tagging



The NLP Applications

Machine translation Speech recognition

Sentiment Analysis



The SciKit Learn Approach

A very powerful library with set of modules to process and analyze natural language data such as texts and 
images and extract information using machine learning algorithms

Modules to load 
contents and categories Feature extraction Model training

Pipeline building 
mechanism

Performance 
optimization

Grid search for finding 
good parameters 



Modules to load content and category

Built in modules for loading the dataset contents and categories

Dataset Container folder

Category 1

Category 2

Bunch Target names Data 



Feature Extraction

It’s a technique to convert the content into the numerical vectors to perform machine learning

Text feature extraction Image feature extraction



Bag of words

Text data converted into numerical feature vectors with fixed size

Number of 
occurrences of each 

word

Assign a fixed integer 
id to each word

Store as the  value 
feature

Tokenizing

Counting

Store 

Document

Token 1 Token 2 Token 3 Token 4

42 32 119 3

1118 0 0 89

0 0 0 55

Document 
1
Document 
2
Document 
3

Corpus of document



Text Feature Extraction Considerations

Sparse

Vectorizer

Tf-idf

Decoding

Utility to deal with sparse matrix while storing them in memory

Implements tokenization and occurrence 

Term weighing utility for term frequency and inverse document frequency

Utility to decode text files based on provided files encoding



Model training

Predict the outcome using the feature extracting mechanism and train the model

Supervised

Unsupervised

Models to train document classifiers
Ex: classification of text documents using Naïve Bays, SVM, linear regression, 
KNN neighbors

Group documents by applying clustering algorithms
Ex: clustering text document using K means



Grid search and multiple parameters

A document classifiers can have many parameters and a Grid approach helps to search the best parameters 
for model training and predicting the outcome accurately

Grid searcher

Parameter 
combination

Jobs parameter

Subjected to availability CPU cores



Putting them together - Pipeline

Built in function to build pipeline and train the model 

Vectorizer Transformer
(tf-idf)

Model 
(document classifiers)



Tensorflow on Sagemaker
February 12, 2019



Overview
● Tensorflow
● Sagemaker
● IAM
● Productionize  a  model



Tensorflow



Tensorflow
● foobar



SageMaker



Overview
● Tensorflow
● Sagemaker
● Productionize  a  model



Let’s make something







Thanks!
● http://harrymoreno.com
● http://twitte r.com/morenoh149



TECHNOLOGY ADVISORY, INNOVATION,  
DESIGN & ENGINEERING

48 Wall Street, 5th Floor, Suite #9, New York, NY, 10005
+1 718 395 9793 | innovate@virtualforce.io | virtualforce.io



OUTLINE

● Introduction

● Overview of Virtual Force

● Product Development Best Practices

● Case Study: Arla Foods

● Case Study: Counseltyics

● Questions & Answers



Introduction



Overview of Virtual Force



Startup Agility with Enterprise Grade Quality

Virtual force brings in the concept of Lean Startup Methodology  

to help Enterprises transform their business.

For more than 7 years, Virtual Force has been serving as an  

innovation partner for small and large enterprises.

Our innovative agile process enables solving complex business  

challenges, experimenting with innovative ideas and rolling out  

reliable products at rapid speed.

OVERVIEW



Impact Thus Far

$ 150+ Million
Raised by our portfolio

1 Million+
Engineering Hours

$200 Million+
Value Creation

100 Mil+
End User Touchpoints



Diversified Technology Portfolio

WEB & MOBILITY

CLOUD

DEVICES & IOT

for

Financial Tech

Health Tech

Education Tech

Blockchain

Artificial Intelligence

Online Marketplaces

Digital Commerce

Shared Economy Models  
(Uber and Airbnb)



Acquisitions:

Our portfolio has GONE BIG!
Virtual force’s supported enterprises have made headlines across the globe.

FUNDING

$90M+
Forbes 2018 most innovative  

AgTech companies

GRANT MONEY

$2.1M
Top 20 Masschallenge  
HealthTech Companies

TOTAL FUNDING AMOUNT

$2.5M
Top 20 Masschallenge  
HealthTech Companies

SEED FUNDING ROUND

$1.7M
Youtube for Wedding videos

TOTAL FUNDING AMOUNT

€2.5M

TOTAL FUNDING AMOUNT

$400K
Top 50 startups in MENA

Europe based P2P car
rental platform

GRANT MONEY

$910K
Better learning through
cognitive science.

TOTAL FUNDING AMOUNT

$1.5M
Y-C backed EdTech
startup

TOTAL FUNDING AMOUNT

$9.8M
Match-making platform
for Home Owners and
Contractors

TOTAL FUNDING AMOUNT

$400K
Acquired by Shuttle

by by by

WHYUS



Innovation Partners with Global Leaders
Virtual Force has been entrusted by leading Global Enterprises

FMCG
Trusted Technology Partner  

since 2015

Real Estate
Enterprise Application  
Development Services  
and Testing Center of  
Excellence

Banking
Digital Transformation  
Consultancy and  
Implementation Partner

Telco
Infrastructure Upgrade  
and Implementation  
Partner

Technology
Value-Added Solutions  
Partner since 2014

Value-Added Partners for One of the Largest:

Real Estate Developer Oil Company Hedge Fund Media Agency Telco Information Technology Company



Selection of Work  
in AI and Blockchain



Efficiency through Retail Analytics
Retailytics is an IBM Watson-backed IoT-integrated digital  
solution that empowers retailers to gauge various metrics within  
their physical store or stock storage data. With the use of the  
Retailytics app, the retailer can calculate a wide number of  
datasets useful for flux management, stock replenishment  
solution, customer behavior and preference analysis, etc.

VF Role
Ideation, Concept, Hardware Prototyping, Mockups, Research,  
Development, and Maintenance

Tech
IBM IoT Platform, Node-RED, Twitter API, SendGrid, Twilio, PHP  
Laravel, Bootstrap, Google Maps, MySQL

Project Link
https://cloud.ibm.com/catalog?category=ai





Stock Replenishment Solution
Virtual Force created a solution for stock replenishment via IBM
Watson-backed IoT-integrated Retailytics devices. With a user dashboard  
accessible online and within an app, every retailer can stay updated about the  
status of their Smart Chillers. The user can view, and be alerted for  
temperature fluctuations, opening-closing cycles, GPS location of the supply  
network, as well as a Keep Alive Signal which reports chiller health. With  
these metrics being monitored in real-time by cognitive IoT, retailers get a  
more responsive, efficient and transparent supply network.

Features
Sensor-enabled Counter Checks  
Low Stock Alerts
Temperature Alerts  
Geo-tracking
Customized Alerting Rules  
Historical and Trending Charts  
Admin Panel

Virtual Force Achievements
-Flux Management System
-Stock Replenishment Solution
-Data Tracking and Meaningful Insights
-Customer Behavior
-Customer Preference Trends
-Physical Value Alerts (Temperature, Low Stock, etc.)

Challenge
For retailers, there is a huge crisis and revenue loss in the form of inefficient  
merchandising practices, impractical and insufficient supply network,  
inventory and product waste, and, the resulting dissatisfaction. Virtual Force  
took it upon itself to utilize its resources to create a holistic automated and  
effective process to analyze consumer-generated and stock-related data.
The challenge was to translate physical metrics on a digital platform  
furthering a physical response and outcome.

Solution
Flux Management System
By utilizing IoT integrations with IBM Watson, Virtual Force created  
Retailytics Devices, strategically placed to collect insightful data such as  
customer preference, logistic flow, time mapping, counter checks, visitor  
count, etc. The collected data is visualized within Retailytics app to  
understand customers’ shopping behavior and provide them with an optimal  
experience at all touchpoints. Retailytics enhances customer experience,  
improves operational performance, optimizes in-store logistics, reduces  
checkout times, and, improves conversion rates.



Utilizing Blockchain for Energy Management
Evolve Power provides blockchain-based demand response  
management solution to improve grid and energy management  
and drive cost savings.

VF Role
Ideation, Concept, Mockups, Design, Development and  
Maintenance

Tech
Energy Web Foundation’s Tobalaba-based Blockchain, IoT  
Integration

Project Link
https://evolvepower.herokuapp.com/





Solution
● Conception and Execution of Utility/Consumer Dashboard UI and UX
● Ethereum-based Tobalaba by Energy Web Foundation
● Easy Accessibility for Utility and Consumers
● Real-time Monitoring, Verification, Execution and Incentivization

Features
● Reliability via self-enforcing digital Smart Contracts automated demand response  

process for better predictable outcomes
● Visibility via unparalleled visibility and control for utilities/grid operators over  

distribution edge of the grid
● Security through a decentralized infrastructure improves cybersecurity & data  

integrity among all parties
● Expertise in demonstrated track record of helping utilities and grid operators  

furthers clean energy initiatives

Virtual Force Achievements
● Distributed Ledger Blockchain Technology Implementation
● Blockchain-based Decentralized App (dApp) Development
● Automated Demand Response Management System
● P2P Smart Contracts Self-Enforcement
● IoT Integration for DRMS via dApp
● Utility/Electricity Provider & Consumer Dashboards
● Real-Time Measurement & Verification
● Blockchain Recordkeeping, Monitoring & Network Security

Challenge
Electric utilities & providers have a hard time meeting peak demand.  
A great number of their consumers are willing to reduce their  
electricity consumption at the utility’s request (demand response).
Their demand response is manually administered, inefficient &
time-consuming. The challenge faced by Evolve Power is to automate  
demand response between utilities & consumers to make this  
exchange of information seamless and near error-free. Using  
blockchain to disperse, manage & incentivize this utility-consumer  
network is critical to the core of DRMS.



Product  
Development  

Manifesto



Stay  
Tech-Stack  
Agnostic

BLOCKCHAINEthereum Hyperledger

Tobalaba Blockchain Solidity

HIonicYBRMeteorID React Native

CLOUDSAz

ureAWS

Digital Ocean

ANDR
OID

Native Java Kotlin

Material Design iOSSwift

SERVER

Objective-C

WEB

Ruby on Rails PHP .Net

Node.js SERVEPRython

JavaScript Angular

React Backbone Vue.Js

GDitLaEb VOPGitSBucket  

GitHub Travis Jenkins

PROJECTCOORDINATION
Teamwork Jira Stack

IDInEVisAionTIONBalsamiq

Photoshop Illustrator

Laravel

Lumen MySQL

Redis

HTML

AJAX

Symfony Bootstrap iOS

ARTIFICIALINTELLIGENCE
IBM Watson TensorFlow CSS

Android

Creative Cloud



User and Problem Centric  
Development Approach

An enterprise should aim to rollout fast product iterations  

while getting feedback and input from the end users at  

various intervals. We recommend breaking down  

development process into multiple phases working in  

parallel:

● Ideation Sprints (1-2 weeks)

● Design Sprints (1 week)

● Development Sprints (2 weeks )

● Testing Sprints (1 week )

● Post Launch DevOps (as needed)

PROCESS



Ideation

Key Outputs:

● Prioritized user story document

● Business / User flows

● Wireframes

● Product Roadmap

Enterprise should formulate a customer-focused  

product strategy. This phase includes prioritization of  

use cases that bring in the most value for the product;  

creating storyboards, user flows and mockups of the  

product before they get into development.

Key inputs:

● Customer interviews
● Signoff on business flows and  

Product Roadmap.

PROCESS



Design Sprints

Create a Proof of Concepts through highly-collaborative  

design sprints. The design sprints enable you to hash out the  

user interface and user experience of the product. The  

deliverable of this phase is a Visual Prototype of the  

product that can be shown to prospective customers for  

feedback.

Deliverable:

● Hi-Fidelity Designs

● Visual Prototype

Client’s input:

● Customer validation on designs

PROCESS



Development Sprints

A development sprint spans a duration of 2 weeks.

Overall product roadmap is covered through multiple

sprints in an Agile development manner.

The outcome of this phase is a part of the overall  

application in a working condition

Key Rituals:

● Sprint planning meeting

● Backlog refinement meeting

● Sign-off on Sprint Deliverables

Deliverable:

● Demo-able features
● Parts of overall application in working  

condition

PROCESS



While there is continuous testing and QA that should be embedded in Development sprints a detailed QA and bug fixing phase that should be done  

after the development phase. We recommend use Continuous Testing and Integration Testing to ensure the end product does not pose any  

functional or integration issues. We also recommend using Functional, UI, Regression, Load and Penetration testing rounds on products as per their  

needs.

Once the in-house testing and User Acceptance Testing is completed , the product can be pushed to the live server

Testing Sprints

PROCESS



Launch & Post Launch

Make sure required server and production configurations are in place for a smooth project launch. Once the project is live, the devops team  
maintains the live server ensuring load management and smooth server functioning. This will ensure the product is ready to scale from  
performance, stability and security standpoint.

PROCESS



CASE STUDIES



Mother’s Day Initiative by Arla Foods



Smart NLP Engine that Tackles Entire Contractual  
Genome
Counselytics enable enterprises to process and manage large  
amount of legal content in fast, efficient and cost effective ways.  
Most of the data in a contract is in unstructured form, rendering it  
unproductive for further data analysis. Counselytics goes through  
legal documents and analyzes up to 120 key legal and business  
terms for data analysis. This gives you the ability to customize  
term extraction.

VF Role
Ideation, Mockups, Design, Development, NLP Engine  
Development



Features
File Transmission
Users can upload documents into the Counselytics applications through the easy to use  
interface which provides options for one or multiple document upload.

Data Security
The system ensures the highest security and integrity of customer data, and protects  
against security threats or data breaches.

Data Processing and NLP
Counselytics is cognitive augmentation. Its proprietary algorithms can extract and  
analyze up to 120 key legal and business terms related to contractual & legal material  
impact. Additionally, it provides users with the ability to create their own business  
terms.

Reports, Dashboard & Integration
Counselytics provides a snapshot view across an entire document and contract  
repository. It can perform search or apply filters to identify expiring contracts or  
commonly used clauses. It can also identify most and least favorable terms across a  
contract type, based on user preference.

Challenge
Counselytics needed to build a software where documents from every  
aspect of business would be managed with ease.This would include  
invoices, employee contracts, business transactions and  
correspondence, legal and financial contracts. Around 90% of the  
data is in an unstructured form in contemporary contracts.
Counselytics needed to change that by leveraging Natural Language  
Processing (NLP), sorting data and analyzing it.

Solution
Creatively brainstorming around business flows, we identified several  
area to target. We managed to classify all of the data into the  
following categories: Suppliers (orders, invoices, materials & returns),  
Employees Data (recruiting, retention/advancement, retirement),  
Customer Data (correspondence, history/transactions, install  
base/revenue), Contracts (legal & templates, terms and entitlement,  
renewals and revenue), Financial Data (audit, compliance regulatory,  
fraud & collections).



Highlights

MVP - 8 Months  
Evolution - 1 Year

1 UI/UX Designer
1 Backend Engineer
1 Project Manager
1 QA Engineer
1 ML Engineer

Team Duration

Fluxx  
Angular JS  
Node JS  
ROR
PostgreSQL  
NLP Techniques

Tech Stack



Outcome

Team 1 UI/UX Designer Duration MVP - 6 Months
1 Backend Engineer Evolution - 1 Year
1 Project Manager
1 QA Engineer
1 ML Engineer

Tech Stack Fluxx
Angular JS
Node JS  
ROR
PostgreSQL  
NLP Techniques



Q&A



Contact

48 Wall Street 5th Floor, Suite #9  
New York, NY, 10005

waleed.nasir@virtualforce.io

www.virtualforce.io

+1 203 606 2501



What Is Data (Really)?

RiseNY                
12 February 2019



Data is Transactional

Data is Property

Data is NOT Metadata



And Data Science . . .?



“A good rule of thumb to keep in mind is that 
anything that calls itself a science probably isn’t.”

– John Searle                           

Professor Emeritus of the Philosophy of Mind and Language
UC Berkeley



Peter Wegner and Peter Denning
(separately) identified three paradigms
which define Computer 'Science':

Theorem and Proof
Abstraction (Modeling)

Design

[only the first is strictly speaking Science]

'Data Science' is Practiced in All Three Paradigms



And So Data Science Is . . .?



At Least Six Different Things:

– AI (but not General AI)

– Neural Networks (ANNs, GANs and others)

– Classification Engines

– Machine Learning

– Deep Learning
(recently re-branded Differentiable Programming)

– Plain Old Statistics



“When you’re fundraising, it’s AI. When you’re 
hiring, it’s ML. When you’re implementing, it’s 

logistic regression.”



Statistical Functions Are Metadata Operations

At the Level of the Data
They Are NOT Transactional





Data is Transactional

Data is Property

Data is NOT Metadata



Data is Transactional



Data is Transactional



The whole process of applying this complex 
geometric transformation to the input data can be 
visualized in 3D by imagining a person trying to 
uncrumple a paper ball: the crumpled paper ball is 
the manifold of the input data that the model starts 
with. Each movement operated by the person on 
the paper ball is similar to a simple geometric 
transformation operated by one layer. The full 
uncrumpling gesture sequence is the complex 
transformation of the entire model. Deep learning 
models are mathematical machines for 
uncrumpling complicated manifolds of high-
dimensional data.

——

François Chollet



The 'Natural' Primitive Data Model is
The Transaction

(NOT the Document)



http, the WWW and the Semantic Web
are all inadequate because

they are based on a Document Model



Documents Do Not Reify

(the converse of the Map/Territory Problem)



There is no Abstract Distance
Between a Transaction and the

Record of That Transaction



Transactions Manifest As Both
Nouns and Verbs



A Transaction-as-a-Noun
is the Set of Instructions for the
Execution of that Transaction



A Transaction-as-a-Verb
Is a Concrete Instance of the

Execution of that Transaction



Transactions both as Nouns and Verbs
Are Composable From Simpler Transactions



Transactions are Composed by Executing
Transactions-as-Verbs

Against Successive Versions of a
Transaction-as-a-Noun

(and at some point executing an instance of the
resulting complex transaction)



This Transaction-Based Data Model
is expressed most naturally in a

Graph Data Structure





Data is Property



A unit of data is a unit of value, in which rights 
inhere for the benefit of data producers, investors,

validators and other processors



As property, each and every data record bundles 
the rights of the beneficial owners of that property



The assertion and the definition of these rights 
can and should be encoded in each unit of the 
data, and then preserved through transactional 
data transformations as an immutable component 
of the provenance of every data record



The Data Record is in fact Property:  it can be 
spent or sold (‘alienated’ in the legal language of 
property), licensed, mortgaged (‘hypothecated’), 
and otherwise transacted upon by its owner in 

contract with a consenting counterparty, and the 
use of it can be denied to any other party (right of 
exclusion)—all without requiring the validation 
of that transaction by anyone or any mechanism 
outside the principal parties to that transaction.



This Absence of Validation Does Not Mean That 
There Are Not Rules of Data Governance



The Set of Transaction Instructions
Which Make Up the Transaction-as-a-Noun
Are the Specific Rules of Data Governance

For the Execution of that Transaction-as-a-Verb



The Validation that a Transaction-as-a-Verb
Has Been Executed In Accordance With Those 

Rules
Is the Consent of the Principal Parties

To Accept the Outcomes
Of the Execution of that Transaction



Because the Transaction is the
Sole First-Class Citizen of the Data Model,

The Broadest Scope Bounding Any Data Entity
Is a Single Particular Transaction



The Data Records Output From the
Execution of a Transaction

Embed the Consent of the Beneficial Owners
Of Property Rights

To the Existence Of and
To the Potential For Future Uses

Of Those Data Records/That Property



Every Further Use of Those Output Records
Must Be Consented To By

The Beneficial Owners/Rights Holders
Of That Property



Consider Chollet's Crumpled Ball of Paper:

There Is Only One Set Of 'Uncrumplings'
Which Can Be Successfully Applied

Because They Undo The 'Crumpling' Transactions
Which Have In Fact Been Previously Applied



A Sequence of Transactions-as-Nouns
Executed As Transactions-as-Verbs

In 'Either Direction'



Data Is Not Metadata



Data Is Transactable
Metadata Is Not



Metadata Is Viewed From
Outside the Transactional Scope of Data

Data Is Viewed From Inside Transactions
By Principal Parties

('Privity of Contract')



Metadata is a Third Party Classification System 



*Some* Metadata Can Be Reified As Data



Data Must Be Forked From Existing Data

(Bringing Along the Transactional History,
The Kinetics of Previously Executed Functions

And the Rights of Principal Parties
To those Previous Transactions

So That They Now Enjoy *Executable* Rights of 
Beneficial Ownership in the Data Records

Which Were Output From Those Transactions)



That Fork is a Transaction
Applied Against a Transaction-as-a-Noun,

Executed as a Transaction-as-a-Verb,
And Resulting in the Output of Modified

Transactions-as-Nouns



Such Transactions Can Be Executed 'Anywhere',
Subject to Securing the Rights to the Use of

That Data for the Purposes of that Transaction



The Execution of that Transaction Will Proceed
By Embedded Rules of Governance

Which Will Ensure the Consent of Rights Holders
That Authorizes the Output Data Records

Which are Produced 



Following Embedded Rules of Data Governance
Is Replaying the Kinetics of Earlier Transactions

('uncrumpling the ball of paper')



Metadata Does None Of This

(It Is Not Transactional, But Ontological) 



The Semantic Web Fails Because Its
Document Data Model

Lacks the Transactional Nature Necessary to
Enable the Kinetics of Functions and the

Rights to Use and Transform Data
Which the Elaboration of Semantics Requires



Metadata Makes Assertions About Data
To Which It Has No Privity 



Metadata Has No Functional Capacity
To Transform Data

Because the Scope of its Data Model
Is Documentary, Not Transactional 



Every Reaction of Data With Data is Transactional

Reactions with Metadata are Solely Observational

(Data Is Not Transformed By Metadata) 



A Necessary Capability in the IoT,
Edge Computing, Fog Computing,

Decentralized World

(there is no perimeter, only rules of data 
governance enforced upon execution by the data 

itself)



Blockchain-Based Distributed Shared Computing

Chong Li



Who We Are

Nakamoto & Turing Labs (N&T Labs) is a NYC-based research lab

N&T is engaged in scientific and engineering research in the fields  
of blockchain and AI technologies

Ongoing Projects:
1. CanonChain: public blockchain for intelligent IoT
2. Pekka: blockchain-based shared-computing platform



• For high performance computing jobs, cloud is the most popular choice

BUT…

• Using cloud service means all data, even sensitive information, has to be shared with  
the cloud service provider

• Pay-as-you-go cloud service always has an overall price tag that ends up being higher  
than expected

Why Distributed Shared-Computing?



A task is submitted in  
California

Shared-Computing Platform

At every single moment, tens of millions of small computing devices such as laptops  
and desktops are idle



An idle machine in Paris  
computes the task

Shared-Computing Platform

At every single moment, tens of millions of small computing devices such as laptops  
and desktops are idle



System Architecture



Blockchain Layer



• Payment: fast global p2p transactions at almost no  
cost

• Marketplace : fair service price via real-time  
bidding system

• Privacy: personal data and scripts protection
• Verification: guaranteed correctness of computing  

results

Blockchain Layer Functionalities



• Support cross border transactions
• Require low or no transaction fees
• Need novel payment mechanisms for abnormal  

service termination such as machine power cutoff  
and internet connection loss

Blockchain Layer Functionalities: Payment



• E-auction (eBay, Yahoo) is popular since its convenient  
and efficient.

• The main roles during E-auction include bidders,  
auctioneers, and the centralized third-party.

• Weakness:
• The charge fees for the centralized third-party increases the  

transaction cost.
• Personal data and transaction records stored in database  

might cause privacy leakage.

Blockchain Layer Functionalities: Marketplace



• Facebook, the largest online social-network, collected 300
petabytes of personal data since its inception – a hundred
times the amount the Library of Congress has collected in
over 200 years

• Individuals have little or no control over the data that is  
stored about them and how it isused.

• In distributed shared computing platform, how to  
guarantee privacy for both client and provider?

• Client: Multi-sig smart contract
• Provider: record of docker access

Blockchain Layer Functionalities: Privacy



• How to verify the result efficiently without re-executing the  
task by the client?

• Providers do not necessarily have strong incentives to  
ensure correctness.

• Complex and largescale providers (cloud servers) are  
unlikely to guarantee that the execution is always correct  
due to mis-configurations, randomness in hardware and  
more.

Blockchain Layer Functionalities: Verification



Blockchain Layer Functionalities: Verification

• Conventional approach: Verifiable Computing
- Enabling a computer to offload the computation of some function, to other perhaps untrusted  

clients, while maintaining verifiable results
- Well-established theory using “abstract algebra”, but only near practical *

• Blockchain-based approach: TrueBit, EntrapNet
• What is EntrapNet?

* M. Walfish and A. J. Blumberg, “Verifying Computations Without Reexecuting Them”, Communications of the ACM, 2015



EntrapNet

Analysis
• Performance tradeoff:

- More fishing jobs -> more trustable network
- More fishing jobs -> more likely waste of network resource

• The real-time optimal rate of submitting fishing jobs to the  
network*?

EntrapNet

Idea
• Borrows the idea from the practice of entrapment in criminal

law to reduce the possibility of receiving incorrect computing
results from trustless service providers

• Incentive to volunteer clients who wish to submit an fishing job.  
The outcome of fishing jobs are known in prior

• The deposit of a subverter, if caught, will be forfeitedFishing task Regular task

* C. Li, L. Zhang and S. Yang, “EntrapNet: a Blockchain-Based Verification Protocol for Trustless Computing” to appear



Distributed  
Computing Layer



• On the shared-computing platform, a large ML task needs to be executed by one  
or more geo-distributed computing devices

• Use data parallelism
• Need to develop a geo-distributed ML system that

• Minimizes communication over WANs; and
• Is applicable to a wide variety of ML algorithms

Motivation & Design Goal



Geo-distributed Data Centers

* Figure source: DataCenter Knowledge



Parameter Server Architecture

• Each parameter server keeps a shard of the  
global model parameters

• Each worker machine communicates with the
parameter servers to READ and UPDATE the
corresponding parameters

Why this architecture?
• ML programmers can view all model parameters  

as a global shared memory, and leave the  
parameter servers to handle the synchronization

• However, when ML algorithms iteratively refine
the ML model until it converges to fit the data,
WAN limits the performance.Parameter server (PS) architecture

*Source of this section: K. Hsieh, at el, “Gaia: Geo-distributed machine learning approaching LAN speeds”, 2017



WAN Bandwidth Constraints

• WAN BW is 15X slower than LAN on average and 60X slower in the worst case  
(Singapore <-> Sao Paulo)

WAN Bandwidth Measurements



Key Observation

• Most of the updates on the ML model state are only very slightly
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Solution

Normalized execution time until convergence with the WAN bandwidth between Singapore ad SaoPaulo

MatrixFactorization Topic Modeling ImageClassification

• Communicate over WANs only significant updates

Baseline Gaia LAN
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Key Takeaways

• Blockchain-based Distributed Shared-Computing resolves security and cost issues of  
cloud service

• The proposed architecture consists of blockchain and distributed computing layers
• Blockchain layer provides solutions to payment, marketplace, privacy and verification
• Distributed computing layer handles the WAN constraint of geo-distributed computing  

network.
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